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Thin-film transistors (TFTs) with channels made of hydrogenated amorphous silicon (a-Si:H) and

polycrystalline silicon (poly-Si) are used extensively in the display industry. Amorphous silicon

continues to dominate large-format display technology, but a-Si:H has a low electron mobility,

l � 1 cm2/V s. Transparent, conducting metal-oxide materials such as Indium-Gallium-Zinc

Oxide (IGZO) have demonstrated electron mobilities of 10–50 cm2/V s and are candidates to

replace a-Si:H for TFT backplane technologies. The device performance depends strongly on the

type of band alignment of the gate dielectric with the semiconductor channel material and on the

band offsets. The factors that determine the conduction and valence band offsets for a given

material system are not well understood. Predictions based on various models have historically

been unreliable and band offset values must be determined experimentally. This paper provides

experimental band offset values for a number of gate dielectrics on IGZO for next generation

TFTs. The relationship between band offset and interface quality, as demonstrated experimen-

tally and by previously reported results, is also explained. The literature shows significant varia-

tions in reported band offsets and the reasons for these differences are evaluated. The biggest

contributor to conduction band offsets is the variation in the bandgap of the dielectrics due to dif-

ferences in measurement protocols and stoichiometry resulting from different deposition meth-

ods, chemistry, and contamination. We have investigated the influence of valence band offset

values of strain, defects/vacancies, stoichiometry, chemical bonding, and contamination on

IGZO/dielectric heterojunctions. These measurements provide data needed to further develop a

predictive theory of band offsets. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.4980153]
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I. INTRODUCTION

a-Si thin film transistors (TFTs) have become the staple of

the flat panel industry.1–3 There is great demand for ever-

higher resolution, larger screen size, and lower power.

However, delivering high-resolution, low-power displays with

bright, true colors is challenging and has pushed traditional a-

Si technology to its limits.11–19 To continue the pace of display

development, there is strong interest in new materials.4–10,20–27

In recent years, amorphous oxide semiconductors (AOSs) have

attracted much attention for use in flat panel displays and flexi-

ble TFTs due to their improved electrical and optical perfor-

mance as compared to amorphous Si, which is still the

dominant technology used in TFTs today.1–6 Several AOS

materials have been studied including In-Zn-O,7–10,20–24 In-Sn-

O,23,25 Zn-Sn-O,23,25 Zn-In-Sn-O,17,23–25 and In-Ga-Zn-O (a-

IGZO).7–10,23–41 Among all AOS materials, a-IGZO has been

the most widely investigated due to maintaining a very high

electron mobility in the amorphous state (10–50 cm2 V�1 s�1),

and the wide controllability of carrier concentration through

oxygen partial pressure during deposition.8–10,22–26 Moreover,

its ability to be deposited at room temperature allows for use

of novel flexible substrates such as plastic or even paper, which

raises the possibility of making low-cost electronics on a

very wide range of arbitrary surfaces including plastic and
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paper.22–26,42–47 Amorphous IGZO TFTs are highly transparent

and can be deposited uniformly over large areas, opening up

potential applications as switches in the active-matrix and

driver-integrated circuits of low cost flexible displays.9,23–27

However, a major remaining issue with IGZO is a better

understanding of the appropriate choice of compatible gate

dielectrics for devices fabricated using IGZO channels.9,23–27

II. BACKGROUND

A. IGZO properties

There is great interest in using amorphous oxide semicon-

ductors (AOSs) as the active layer of transparent TFTs.23–27,42

Specifically, the ternary oxide system InGaZnO is one of the

most promising candidates.43–81 IGZO is a wide bandgap

(�3.5 eV), n-type semiconductor and, as shown in Table I, it

is the only material to combine high optical transparency and

high carrier mobility with high yield and low cost.1,5,8,23–27

Table I compares the properties of oxide semiconductors,

amorphous Si, polycrystalline Si, and typical organic semi-

conductors.1,10–19 Generally, covalently bonded semiconduc-

tors (e.g., Si) conduct through highly directional sp3 hybrid

bonding.11–19 Therefore, in the amorphous state, the electron

path is distorted and results in decreased mobility.11–19

However, in a-IGZO, conduction is through a metal ion’s

highly symmetrical s orbitals.42,82 The high degree of symme-

try allows the conducting path and carrier mobility to still be

maintained even in the amorphous phase.43–55,82

Single-crystalline IGZO (sc-IGZO) has a complex, lay-

ered structure with alternating stacks of InO2 and

GaO(ZnO)2,7,10,27,28 as shown in Figure 1.76 Unlike binary

ZnO, a-IGZO can have a uniform amorphous phase because

In2O3 and Ga2O3 promote glass phase formation,29,43–55,83

and the amorphous phase has been shown to be stable up to

�500 �C.23 Many methods have been reported for a-IGZO

deposition, including pulsed laser deposition (PLD),23–31 but

generally RF20,25 or DC37–39,84,93 sputtering are used due to

their high deposition rate and excellent uniformity.

As illustrated in Figure 2,24,50 in conventional, covalently

bonded semiconductors, electrons conduct through highly

directional sp3 hybrid bonding,43–55 as discussed above.

When these semiconductors are in the amorphous state, the

electron path is distorted by the resulting disorder and form

deep localized states.1,5,6,23,25,43–55 This results in the elec-

trons or holes travelling by hopping, which significantly

reduces carrier mobility and results in the low values shown

in Table I.23,25,43–55 These values contrast to single crystal Si,

where the electron mobility is �1450 cm2/V s in the intrinsic

material at room temperature.15 On the other hand, in

a-IGZO, the electrons conduct through a metal ion’s s orbital,

which is highly symmetrical.50 The high degree of symmetry

allows the conducting path and carrier mobility to still be

maintained even in the amorphous phase50 (Figure 2 (Refs. 24

and 50)) To ensure a high mobility in the amorphous phase, a

sufficient s orbital overlap between metal ions is necessary.

To satisfy this requirement, Hosono et al.50,52,82–84 proposed a

model which predicts that the metal ions should be heavy,

post transition metal cations with a large principal quantum

number (n � 5).20,25 For example, the Hall mobility of the In-

Ga-Zn-O system is primarily determined by the fraction of

the In2O3 content23 in agreement with the Hosono theory20,25

since In3þ has the largest ionic radius (n¼ 5) among the metal

cations.43,49,50

For a TFT to have a low off-state drain current and high

on-to-off ratio, it is important to control the semiconductor

channel carrier concentration to a low level.4,5 In AOS films,

carrier generation can occur via oxygen vacancy forma-

tion.5,23 The incorporation of Ga3þ helps in suppressing oxy-

gen vacancies in a-IGZO thin-films since it has a stronger

bond to oxygen than Zn or In ions.23,50 A comparative study

between a-IZO and a-IGZO has also shown that a-IGZO has

a five orders of magnitude larger reduction in carrier concen-

tration than a-IZO when these materials are deposited under

the same condition, as shown in Figure 3.80

Finally, though a-Si:H is widely used in TFT backplanes

today, it is highly absorbing in the visible spectrum, with

transmittance less than 30%.11,14,17 This has been a major

drawback for utilizing such material in optoelectronics and

a-Si:H suffers from light-induced instabilities.84–86 a-IGZO

has a wide bandgap (�3.5 eV) and is highly transparent in

the visible spectrum with transmittance over 90%.7,9,10,23

The large difference between a-Si and a-IGZO allows for

higher resolution, transparent displays at an equivalent trans-

mittance.23–27 The progress on improving the control of

instabilities during biased operation of IZGO has also been

impressive.86–94

B. Band offset importance

There are three main criteria that a gate dielectric must

possess to be considered acceptable.94–97 First, it must be ther-

modynamically stable with the semiconductor and not react

TABLE I. Comparison of TFT materials (data taken from Refs. 7 and 23–27 for IGZO, Refs. 11, 14, 17, 18, and 22 for amorphous and poly-Si, and Refs. 26

and 27 for organic TFTs).

TFT Properties a-IGZO a-Si Poly-Si Organics

Field effect mobility (cm2/V s) 3–35 (Refs. 7, 23, 24) 0.5–1 (Refs. 11 and 14) 30–300 (Refs. 17 and 18) �0.1 (Ref. 26)

Process temperature (�C) RT (Ref. 24) �350 (Ref. 17) 450 (Ref. 18) <150 (Ref. 27)

Transparency (%) >80 (Ref. 25) <20 (Ref. 18) <20 (Ref. 22) >80 (Ref. 26)

Yield High (Ref. 26) High (Ref. 18) Medium (Ref. 18) Low (Ref. 26)

Manufacturing cost Low (Ref. 26) Low (Ref. 11) High (Ref. 18) Low (Ref. 26)

Long term TFT reliability High (Ref. 27) Low (Ref. 17) High (Ref. 18) Low in air (Ref. 27)

Substrate Glass plastics paper (Ref. 27) Glass (Ref. 22) Quartz (Ref. 22) Glass Plastics (Refs. 26 and 27)
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during processing. Second, it must provide a high quality

interface with low defect and trap density to ensure high car-

rier mobility. Finally, it must act as a barrier to both electrons

and holes which is among the most important physical param-

eters for a given heterojunction system.94,98–103 Because these

discontinuities can form a barrier for carrier transport across

the interface, the knowledge of these quantities is essential for

calculating the transport properties of the interface or the elec-

trostatic potential in a heterojunction device. There are three

types of band alignments: type I, type II staggered, and type

III broken gap.95,96

The device concepts that can be implemented in a given

heterojunction system will depend strongly on the type of

band alignment and device performance dependent on the

exact values of the band offsets.23–27,98–110 Most Local

Density Approximation/Density Functional Theory (LDA/

DFT) approaches typically underestimate the bandgap, and

hence, the conduction band offset (CBO) may be under/

overestimated, but generally these theories perform well

with the valence band offset (VBO) calculations.94–96

The energy band diagram of an oxide-semiconductor

heterostructure represents a summary of the electronic struc-

ture of each material in the stack, and how they align with

one another. The valence band is the highest occupied,

allowed state and usually referred to as the valence band

maximum (VBM). In a band diagram it is, typically,

depicted by a line labeled by EV. Likewise, the conduction

band is the beginning of the upper band of allowed states. In

a band diagram, it is represented by a line labeled by EC,

which represents the lowest possible energy state in the con-

duction band or the conduction band minimum (CBM).

Figure 4 shows the band diagram for a Type I (straddled)

band alignment. In this band diagram, the VBM and CBM of

the oxide (EV,OX and EC,OX) and those of the semiconductor

(EV,S and EC,S) are labeled.

If an electron occupying the bottom of the conduction

band of the semiconductor were to move toward the oxide,

the probability that it will be reflected increases as the barrier

height increases. For sufficiently thin oxides, the probability

will be 1 minus the tunneling probability. This is because

FIG. 3. Dependence of carrier concentration on oxygen partial pressure for

a-IGZO and a-IZO films (reproduced from H. Hosono, J. Non-Cryst. Solids

352, 851 (2006). Copyright 2006 Elsevier Publishing.

FIG. 1. Structure of single crystal InGaZnO4 (reproduced from M. Orita

et al., Phys. Rev. B 61, 1811 (2000). Copyright 2000 American Physical

Society.

FIG. 2. Schematic orbital drawing of electron conducting pathway (conduc-

tion band bottom) in (a) conventional covalent bond semiconductors (e.g.,

Si) and (b) ionic oxide semiconductors (after Refs. 24 and 50).

FIG. 4. Band diagram of a Metal-Oxide-Semiconductor (MOS) stack. Evac

is the vacuum level and EC and EV are the conduction and valence band

energies, DEC refers to the conduction band offset with the metal/oxide or

semiconductor/metal with appropriate subscripts, DEV refers to the valence

band offsets in a similar fashion, q is the electronic charge, U refers to the

respective work functions, and v is the electron affinity of the respective

layers.

021301-3 Hays et al. Appl. Phys. Rev. 4, 021301 (2017)



there are no electronic states in the oxide at this energy for it

to occupy. The difference between the oxide and the semi-

conductor conduction band maxima is the energy barrier to

electrons in the semiconductor. This difference is called the

oxide-semiconductor conduction band offset (CBO) and is

labeled DEC,OS in Figure 4. Similarly, the difference between

the oxide and semiconductor valence band maxima is the

valence band offset (VBO), which is labeled DEV,OS. This is

the energy barrier that blocks the flow of holes from the

semiconductor to the oxide. Thus, when attempting to reduce

the gate leakage current there are two main factors that must

be considered. The first is the physical thickness of the

dielectric to reduce tunneling and the second is sufficiently

large conduction and valence band offsets.

It is essential to understand the energy band structure at

heterojunction interfaces. While there has been much work

to date on IGZO devices with various gate dielectrics, there

has been very little systematic work on determining the band

offsets on such devices.40,45,111–122 Generally, a new dielec-

tric is employed without an actual knowledge of the relative

condition and valence band offsets.114–122 Two recent

reviews of advances in AOS TFTs suggested that more work

was needed on gate dielectrics development for next genera-

tion TFT devices.23,24 Materials with a high dielectric con-

stant (high-K) are desirable in IGZO TFTs, since the higher

capacitance can reduce the effect of interface traps, and

therefore reduce the device operating voltage.23–27 However,

many of the high-K dielectric choices available are often

synthesized in polycrystalline form, which is undesirable due

to impurity diffusion through grain boundaries and there are

few choices with sufficiently high bandgap to get the desired

>1 eV conduction and valence band offsets.94,95

C. X-ray photoelectron spectroscopy (XPS)

Obviously, the bandgap of the IGZO and the dielectric

on top of it must be measured separately on thick samples of

both materials. This is done usually for IGZO using either

UV/Vis or reflection electron energy loss spectroscopy

(EELS).23–27 The valence band offset between the dielectric

and IGZO is directly measured and the conduction band off-

set is derived from this and the differences in bandg-

aps.124,125 One of the key methods for determining valence

band offsets is XPS in conjunction with techniques for

obtaining bandgaps, like absorption or various types of elec-

tron energy loss spectroscopies,126–138 so it is worth briefly

reviewing the need for accounting for sample charging in

dielectrics and curve fitting of the data. Nichols et al.134 pro-

vide a discussion of the precision of the XPS approach in

determining core levels. This depends on a number of fac-

tors, including the linewidth of the x-ray source employed,

charging effects, and the resolution of the electron analyzer,

which includes the geometry and so-called pass energy of

this analyzer.135,136

XPS measures the binding energies of the atomic core-

level electrons of materials and the output is so-called core-

level spectra which are due to the specific chemical composi-

tion in the near-surface region. The depth over which these

spectra are acquired is determined by the escape depth of the

excited electrons and is typically of order a hundred ang-

stroms. Beyond the chemical composition of the surface

region, XPS can also be used to determine the bandgap

energy near the surface of the sample.131–134 Charge com-

pensation in most XPS experiments is performed using an

electron flood gun since the dielectrics are insulating. A

charge compensation flood gun is often not sufficient at elim-

inating all surface charge, and additional corrections must be

performed. Using the known position of the adventitious car-

bon (C-C) line in the C 1s spectra at 284.8 eV, charge correc-

tion was performed. An optimized peak fit to the carbon 1s

spectrum on IGZO is shown in Figure 5. Using a simple

peak model involving a single C-C peak at 284.8 can lead to

errors of 0.5 eV or more. Therefore, additional peaks are gen-

erally added. In our work, we add one peak constrained to be

1.5 eV above the main peak and of equal full width at half

maximum (FWHM). This higher binding energy peak is

ascribed to alcohol (C-OH) and/or ester (C-O-C) functional-

ity. A further high binding energy peak, attributed to O-

C¼O, is added with a position constraint of 3.7 eV above the

main peak. All peaks are constrained to a peak area ratio of

2:1:1.

The basic experimental approach when measuring XPS

spectra and checking for the presence of charging effects is

to look at the deltas between peaks (not individual peaks)

with the flood gun on and off. If the deltas diverge from

accepted values, then the analyst uses the flood gun to get

them to the accepted (non-charging) values. In general, XPS

analyses for IGZO/dielectrics that have been published in the

literature have not used a specific procedure to handle differ-

ential charging, where there is a difference in the amount of

charging between the dielectric and the underlying semicon-

ductor, other than using the flood gun to compensate the del-

tas from one of the layers. In all of our work to date, we have

found that charging and differential charging are not signifi-

cant problems with the configuration and samples used. For

charging, for example, we have noted that in our data sets, if

we removed the C1s corrections, it only changed the offsets

in the hundredths of eV range. This is a very small correction

compared to the offsets themselves. Similarly, differential

charging due to the different conductivities of the dielectric

and the substrate, which is often a significant issue with

FIG. 5. Optimized peak fit of carbon 1s spectra.
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dielectrics on conducting substrates with relatively small

bandgaps like Si,139 has not been found to be a problem with

measurements on IGZO to date with the relatively small

number of dielectrics, thicknesses, and conductivity levels in

the IGZO that have been examined. This may be a result of

the relatively large gap of IGZO (�3.5 eV), leading to much

smaller differences in conductivity relative to the case of Si

and its dielectrics. In general, the procedure for handling

dielectric materials is not to get a net zero charge but to wait

for the peak positions to stabilize.

Bersch et al.139 published a detailed study of the band

offset of the HfO2/SiO2/Si system using charge corrected

XPS. This is a very technologically relevant system.140 Their

study found that after correction for charging, the valence

band offsets in this system were smaller than the values for

uncorrected XPS analysis and in fact were in strong agree-

ment with the values measured by UV photoemission spec-

troscopy and internal photoemission.139,141 They recorded

their XPS spectra after at least 6 min of x-ray exposure to

ensure charge saturation, which was sufficient to be beyond

the initial period when the samples displayed charging and

shifting of peaks to higher energies. This increase in binding

energies can occur due to the charging created by holes cre-

ated by the ejection of photoelectrons accumulating in the

sample.142 Bersch et al.139 found that the charging-induced

shift in the HfO2 spectral features was always larger than for

Si, which they interpreted as arising from differential charging

between the components of the dielectric/Si stack.139 They

discussed methods for correcting for this differential charging

by taking into account the depth-averaged energy shifts in the

peaks of each component spectrum. The corrections in charg-

ing shifts in HfO2 were significant (0.60–102 eV depending

on the thickness), and in the SiO2/Si system, the charging shift

for Si was 0.20 eV and for SiO2S was 0.47 6 0.03 eV.139 The

net effect for the valence band offset of HfO2/Si was of order

0.5 eV.139

The differential charging is clearly simple and material-

dependent and might become more significant with higher

resistivity dielectrics (i.e., larger gap) or stacked structures

incorporating multiple dielectrics with differing gaps, or

with dielectrics of greater thickness, which could be the case

as one goes to higher-K materials. It is certainly an issue

worth monitoring for as IGZO/dielectric technology matures.

There are analytical methods for correction from the work

by Bersch et al.139 and physical methods to electrically iso-

late the entire sample, thereby eliminating the conductive

film from gaining any lost electrons. The sample will float to

some potential but there is no shift in the delta core levels.

1. Background and peak/curve fitting

Photoemission spectra contain a background formed prin-

cipally by inelastic scattering of photoelectrons.135–138,143–152

This effect is typically observed as a step-like increase in the

baseline after passing through a core level peak. In order to

perform a qualitative elemental analysis, peak shape analysis,

or a comparison to a theoretical DOS, background subtraction

must be performed. The most commonly applied backgrounds

are linear, Shirley124 or Tougaard.126,127 The Shirley

background is calculated iteratively depending on the integral

of the spectrum at lower binding energy, and a constant

parameter is then adjusted to align the ends of the background

with the data at points chosen to enclose the feature of inter-

est. This results in a step-like background.

In our case, we typically use low-resolution survey scans

(to examine the surfaces of the films and to determine ele-

mental composition) and then perform very high resolution

spectra (multiplex, to determine the binding energy of spe-

cific elements). The low resolution survey scans are per-

formed to identify peaks for high resolution analysis (core

analysis peaks and contamination). A typical electron pass

energy at 187.5 eV is used in our experiments. Charge cor-

rection is performed using the known position of the C-

(C,H) line in the C 1s spectra at 284.5 eV. The valence band

maximum (VBM) is determined by using a linear extrapola-

tion method, i.e., it is determined by linear fitting the leading

edge of the valence band and linearly fitting the flat energy

distribution and finding the intersection of these two lines.

The core-level peaks were referenced to the top of valence

band for the thick IGZO and the thick film of dielectrics. To

determine the valence band offset, the binding energy differ-

ences between the valence band and the selected core peaks

for the single thick layers were combined with the core-level

binding energy differences for the heterojunction sample.

Spectra from insulating samples can be charge corrected by

shifting all peaks to the adventitious C 1s spectral component

(C-C, C-H) binding energy set to 284.8 eV. The C1s spec-

trum typically has C-C, C-O-C, and O-C¼O components

and optimization involves constraining these additional

peaks. This charge correction is used for chemical analysis,

but not band offset measurements.

Peak widths are determined by the core-hole lifetime,

the linewidth of the radiation source, and the instrumental

resolution of the analyzer. The Heisenberg uncertainty rela-

tionship allows us to determine the peak width due to core-

hole lifetime as132–135

C ¼ s
h
; (1)

where C is the peak width, h is Planck’s constant, and s is

the core-hole lifetime in seconds. C is generally larger for

inner shell orbitals as an inner shell core hole may be filled

by any of the outer shell electrons, so the core-hole lifetime

is shorter.136 Also C increases with the atomic number as the

valence electron density increases, so there are more elec-

trons to fill the core holes. The contribution due to core-hole

lifetime produces a Lorentzian line shape.126–130,133,134

In addition, the instrument resolution also plays a part,

and this contributes a Gaussian broadening to the experimen-

tal peaks.132 For XPS spectra in a narrow energy range

(<20 eV), the instrumental resolution and thus the Gaussian

peak width are assumed to be constant. The instrument is

expected to have very similar resolution over such a small

energy range. Spectral deconvolution is achieved using

CASA XPS software with a curve-fitting process based on a

constant Lorentzian (core-hole lifetime) broadened by a

Gaussian (instrument resolution) with a ratio of 30:70. The

021301-5 Hays et al. Appl. Phys. Rev. 4, 021301 (2017)



shapes of the peak (height, width, and Gaussian/Lorentzian

function) are automatically varied until the best fit to the

observed spectrum is achieved, as shown in Figure 6.

Constraints (e.g., the shape and position of peak) can also be

applied to peaks so that the results of the fitting process

remain physically realistic. One note of caution is that we

have seen that in some studies that the “true” adventitious

carbon peak position is not the same on all materials

although it is the most used correction for charging.

D. Electron energy loss spectroscopy (EELS)

Both REELS (reflection-EELS) and XPS EELS are

commonly used to measure the bandgap of oxide dielectrics.

Reflection electron energy loss spectroscopy (REELS) con-

sists in bombarding the surface of a sample with a beam of

monoenergetic electrons and detecting the energy distribu-

tion of the backscattered electrons.143,145–148 When electrons

enter a solid, they interact with the constituent atoms through

Coulomb interaction. As a result, some electrons are scat-

tered and the direction of their momentum is changed, and in

some cases, they transfer energy to the sample.146–149 A

majority of incoming fast electrons will be elastically scat-

tered from the atomic nuclei in the sample and deflected by a

large angle.143,144 In addition, some incoming fast electrons

will be inelastically scattered from the atomic electrons. In

such events, an incoming fast electron transfers a part, or all,

of its energy to the atomic electron causing it to make a tran-

sition to a higher energy state. Low energy electron transi-

tions in a solid, called the outer-shell transitions, are the ones

studied in REELS.143–147 Some outer-shell inelastic pro-

cesses in REELS can be understood in terms of single elec-

tron excitations from the occupied states in the valence band

to the unoccupied states of the conduction band.141,143 This

type of the transition requires energies on the order of 1 to

10 eV. As opposed to single electron excitations, the excita-

tions of valence electrons can involve many electrons.132

This collective effect is known as plasmon resonance and it

is usually depicted as an electron density oscillating with

respect to the stationary positive ion background in a

solid.143,144 For a majority of solids, plasmon excitation

energies lie in the range between 5 and 30 eV.132 Depending

on the region of the sample where plasmons are excited, they

are either called bulk or surface plasmons, where surface

plasmons are restricted to a few surface layers of atoms.

Since plasmons require electrons in the material to freely

move, these types of outer-shell excitations will be important

for the materials where electrons behave as free particles,

like metals.143,144 In materials in which electrons are local-

ized, plasmon excitations are weak or nonexistent. In gen-

eral, a REELS spectrum will consist of two main regions, as

shown in Figure 7.143,147 First, there is a primary or zero-loss

peak that includes elastically or quasi-elastically scattered

electrons. Second, there is the low energy loss region that

includes the outer-shell excitations of valence electrons, i.e.,

single electron and/or plasmon excitations.143,145

In the case of metals, the most prominent features in the

low energy loss region of the REELS spectrum will come

from the surface and bulk plasmon excitations.145 However,

in the case of the metal oxides, the most prominent features

are attributed to the excitations of electrons across the

bandgap or the gap between the highest occupied molecular

orbital (VBM) and the lowest unoccupied molecular orbital

(CBM).143 In the work on dielectrics of interest for IGZO,

the focus is on electronic interactions, which can be per-

formed with an experimental resolution of typically 0.5–1 eV

estimated from the full width at half maximum (FWHM) of

the elastic peak.

While the UV/Vis technique requires relatively thick

films (>0.5 lm) to determine the bandgap, REELS has the

advantage of only needing a thicker film than the sampling

depth, so only a few nanometers are actually required. In

addition, while our UV/Vis has a cutoff at �6 eV, the

REELS technique has no such upper limit which makes it

ideally suited to study dielectric materials.

We have typically used the XPS-REELS variant. The

measurement of the dielectric bandgap is done using the

onset of electron energy loss spectra. The energy correspond-

ing to the onset of inelastic losses is found by extrapolating

the linear-fit line and calculating its intersection with the

“zero” level. The bandgap is the difference between the cen-

troid of elastic scattering and the calculated intersection. In

our case, the samples were placed in the same XPS system

and REELS spectra were obtained by using a 1 kV electron

beam and the hemispherical electron analyzer. Following the

FIG. 6. XPS spectra showing peak fitting elements. FIG. 7. Typical REELS spectrum.
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photoelectric excitation of bound electrons, the outgoing

electrons can suffer inelastic losses to collective oscilla-

tions and single particle excitations. The collective excita-

tions, plasmons, show up as broad, smooth replicas of the

photoelectron peaks shifted to lower kinetic energies. The

onset of single particle excitations can also be observed in

the form of a step at an energy equal to the bandgap Eg

below the core level. Therefore, the band-gap can be found

by drawing a linear fit line with the maximum negative

slope from a point near the onset of the loss signal spectrum

to the background level, as shown in Figure 8. The energy

corresponding to the onset of inelastic losses is found by

extrapolating the linear-fit line and calculating its intersec-

tion with the “zero” level. The bandgap is the difference

between the centroid of elastic scattering and the calculated

intersection. The precision of finding the bandgap is limited

because the slope of the loss feature may not very different

from that of the background of the XPS spectrum, making

background subtraction difficult. One issue we have noticed

in measuring bandgaps of dielectrics with REELS is the

effect of contamination from carbon and water, as well as

defects. These can lead to high backgrounds in the spec-

trum, creates a higher energy shoulder, or can “smear” the

energy distribution. The onset of energy loss then becomes

difficult to distinguish and a traditional fit to a horizontal

line may give lower values, and fitting to a lower slope can

give artificially higher values of the bandgap. An example

is shown in Figure 9 for sputtered HfSiO4, where the pres-

ence of disorder leads to ambiguity in obtaining the

bandgap, whereas dielectrics deposited by Atomic Layer

Deposition (ALD) is well defined, as shown at the bottom

of Figure 9.

E. Bandgap determination

The UV/Vis absorption technique measures the percent

of light transmitted (%T) through a sample as a function of

wavelength. Thin films (>0.5 lm) were deposited on quartz

substrates in order to maximize transmission. A reference

sample of the same substrate was used to remove the losses

contributed by the substrate. To extract the bandgap, the

optical absorption coefficient (a) is calculated154,155

a ¼ � 1

d
ln Tð Þ; (2)

where d is the thickness and T is the ratio of transmitted (I)

to the reference intensity (Io). The bandgap is related to the

optical absorption coefficient in the following way:156–158

ðahvÞ2 ¼ ðhv� EgÞ; (3)

where hv is the energy, a is the absorption coefficient, and Eg

is the optical bandgap. Thus to extract the bandgap, one must

plot (ahv)2 on the y-axis and hv on the x-axis. The band-gap

energy (Eg) of the thin film can be obtained by utilizing the

Tauc method154,155 and extrapolating the linear portion of

the curves relating (ahv)2 and hv to (ahv)2¼ 0, as shown in

Figure 10. In principle, there should be no absorption below

the band edge and it should steeply increase when the photon

energy approaches to Eg. In practice, just below Eg, a starts

increasing slowly with increasing photon energy. Any defect

or disorder in the system gives rise to localized energy levelsFIG. 8. Bandgap determination using linear fits to REELS spectrum.

FIG. 9. Bandgap measurements of (top) sputtered HfSiO4 with various fit

methods of REELS spectra with indistinct onset energy loss that produces

ambiguity in determining the bandgap by different extrapolation methods

and (bottom) ALD SiO2 showing the absence of shoulders due to contamina-

tion or defects.
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within the bandgap or discrete states and this produces a

band tailing effect.136,146–150

F. Determination of band offsets

Numerous experimental methods are used to determine

the oxide/semiconductor band alignment. These include

external photoemission spectroscopy,133,149 internal photo-

emission spectroscopy,150,151 and XPS core-level based

method. The method of Kraut et al.123,153 using x-ray photo-

emission spectroscopy has been established as a reliable way

to determine band offsets at the hetero-junction interface.

This method has also been successfully used to provide

insights into interfacial properties between different materi-

als.153,159 It is based on using an appropriate shallow core-

level position as a reference. Generally, this approach is

based on the assumption that the energy difference between

the core-level positions and valence-band maximum (VBM)

is both fixed in the bulk.

The basic method, shown in Figure 11, is to first measure

the energy difference between a core level and the VBM for

both the single layer dielectric and semiconductor of inter-

est.54 One measures the reference core level binding energies

in thick films of each material and then measures the binding

energy difference between the two reference core levels in the

heterojunction. The determination of DEv comes by combin-

ing those three quantities. Heterojunction samples, consisting

of a thin (1–2 nm) layer of dielectric deposited on the semi-

conductor, are prepared in which the separation between ref-

erence core levels in each material is measured. The

separation between the reference core levels can be translated

directly into a value for the valence band offset (VBO) using

the previously measured single layer sample core-level to

VBM energies by the following relationship:

DEV ¼ ðE1
core � E1

VBMÞIGZO � ðE2
core � E2

VBMÞDielectric

� ðE1
core � E2

coreÞHeterostructure: (4)

In a typical photoelectron spectrum, the onset of photo-

electron intensity closest to the Fermi energy (E¼ 0)

generally corresponds to the photoemission of electrons

from the VBM or the highest occupied state. To determine

the VBM position, this rise in intensity is fit to a line and

where that point intersects the baseline is reported as the

VBM, as shown in Figure 12. We should also point out here

that there are other methods beyond the linear extrapolation

method for locating the VBM in XPS data such as fitting

the spectra to a broadened density of states, as summarized

in the study by Poveda and Glachant.128 This compares the

accuracy of different methods and concludes that the

straight line method performs well as the more involved

methods. It is interesting to note in that paper that, early on,

the reported values of the band offset for the Si/GaAs

FIG. 10. Tauc plot of IGZO and linear fits to UV/Vis data to determine the

bandgap.

FIG. 11. A schematic energy band diagram illustrating the basic principle of

XPS band offset measurements (for more details see Refs. 123 and 149).

FIG. 12. Linear fit of the valence band edge of IGZO to determine the

valence band maximum.
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system measured by photoemission ranged from 0.05 to

0.70 eV.128 The authors did a systematic study of potential

sources of these variations, including changing the over-

layer crystalline order, strain, and chemical reactivity.128

They found the offset to be 0.23 6 0.05 eV for both amor-

phous and crystalline overlayers, either strained or

unstrained, with discontinuities up to 0.7 eV for room tem-

perature growth.128 These large discontinuities were found

to be due to dangling bond states which altered the apparent

valence band maximum energy. Their conclusion was that

the discontinuity was more dependent on the interpretation

of the data than on technological variations but that photo-

emission can yield accurate and single valued measure-

ments of the valence band discontinuity.128

To determine the conduction band offset, it is necessary

to measure the bandgap of each material. The samples are

measured via UV/Vis or REELS, and the conduction band

offset is calculated as follows:

DEC ¼ Edielectric
g � EIGZO

g � DEV : (5)

From these values, it is then possible to construct the flat

band diagram and determine if this is a Type I, II, or III

heterostructure.160

For the core level referencing approach of Kraut123,153 used

to determine the band alignment between IGZO and the various

dielectrics, charge compensation is not relevant. The elegance

of the Kraut method is that all the peak positions are relative. If

the sample charges up by 10 eV, then that 10 eV offset will can-

cel out in every step of the Kraut measurement because each

measurement consists of measuring the position of one core

level relative to another. The two things that are most important

in the Kraut method of determining band alignments are (1) lin-

earity/calibration of the binding energy scale and (2) accounting

for possible differential charging between the bottom and top

films. Calibration of the binding energy scale is important

because one is typically referencing the valence band maximum

or a shallow core level to a deeper core level. If the 0–1000 eV

binding energy scale is out of calibration by 1 eV, that error will

propagate in the valence band offset measurement.

To summarize, charge compensation in XPS is needed

for chemical analysis but not valence band offset measure-

ments. Differential charging is an important consideration in

photoemission based band offset measurements on the mate-

rial that is insulating and the other has some conductivity,

the need for charge compensation in XPS measurements of

insulating dielectric samples. This is important if one is

attempting to perform chemical analysis of a dielectric film

based on XPS peak positions. Calibration of the binding

energy scale is important because one is typically referenc-

ing the valence band maximum or a shallow core level to a

deeper core level. If the 0–1000 eV binding energy scale is

out of calibration by 1, i.e., that error will propagate in the

valence band offset measurement.

G. Candidate materials as dielectrics for IGZO

High-k materials have been under investigation since the

late 1990s in the silicon industry to identify those best suited

to replace SiO2 as the gate dielectric in MOSFETs.94–96 As

discussed previously, the primary criteria on which high-k

materials are evaluated are dielectric constant, thermal and

chemical stability in contact with the semiconductor, and the

band offsets.94–96 The dielectric constant should be high as

possible to be useful for scaling of device sizes, but often a

material with a high dielectric constant has a smaller bandgap

and, consequently, smaller band offsets.23–27 It is also neces-

sary to have available deposition techniques that are compati-

ble with standard TFT processing.161–171 Figure 13 shows the

bandgap versus dielectric constant of a number of high-k

oxide candidate materials for IGZO.96 The wider bandgap of

IGZO limits the number of possible choices relative to materi-

als such as Si with smaller bandgaps.

Band alignment at the oxide-semiconductor interface is

important because the transport properties at the hetero-

junction interface are determined by the electronic band pro-

files at the interface.172–177 The difference between the two

valence band edges of the hetero-interface, valence band off-

set (VBO), serves as a barrier to prevent holes tunneling

through the interface, while the difference between the two

conduction band edges, conduction band offset (CBO), pro-

vides a barrier to minimize electron tunneling.177,178 In order

to effectively minimize carrier tunneling through the gate

dielectric due to thermal fluctuations or quantum tunneling

effect, Robertson suggested a rule-of-thumb that the VBO

and CBO must be larger than 1.0 eV.94–96

Based on the specific requirements of IGZO, the high-k

dielectrics with VBO or CBO with IGZO that will obviously

be much smaller than 1 eV were not be considered for further

investigation because of the large tunneling current.179

Information on band offsets at the interfaces of high-k oxides

and IGZO is still in its infancy. Since IGZO has a bandgap

of �3 eV, suitable gate dielectrics should have a bandgap of

over 5 eV to meet the minimum requirement for a 1 eV band

offset previously described. Based on this information, the

best candidate dielectrics with bandgaps greater than 5 eV

were investigated and these are listed in Table II.

III. IGZO BAND OFFSET LITERATURE REVIEW

While many IGZO TFT devices have been studied in

recent years,40–51,180–210 there has been less work done on

FIG. 13. Dielectric constant (j) versus bandgap for oxides (after Refs. 94–96).
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determining the band offsets of these materials. The SiO2/

IGZO system first was studied by Douglas et al.180 and was

found to have strong carrier confinement due to the nested

(Type 1) interface and large SiO2 bandgap, as shown at the

left of Figure 14. The PECVD SiO2 film was deposited on Si

and IGZO films at 300 �C and this produced a VBO of

�1.43 eV. In addition, Tahir et al.181 performed a detailed

study of the SiO2/IGZO interface as a function of Ga content

of the IGZO film. The IGZO bandgap increased with the Ga

content, due to the higher bandgap of Ga2O3, which caused

the VBO to be shifted down. In comparison, the ratio of 1:1:1

(In:Ga:Zn) is the same material deposited by Douglas180 and

can be directly compared as shown in Figure 14. It was not

stated if this was a PECVD, thermal, or other type of oxide. It

is interesting to note that the IGZO films were deposited on

the SiO2, which is the opposite to the work by Douglas.180

There is close agreement in the data for bandgap values for

both materials. However, there is a 0.5 eV difference in the

reported VBO which points to the importance of processing

methods on resulting offsets. Because IGZO was not sub-

jected to high temperatures or high energy plasmas in the

experiments where it was deposited on Si, there could be dif-

ferences in the defect states which could cause shifts due to

polarization at the interface. In addition, the VBM that

Douglas reported was effectively annealed at 300 �C during

the PECVD deposition.

The band offsets for Al2O3/IGZO have been studied by

Cho et al.182 and were determined to have a nested (Type 1)

interface with offsets of 2.35 eV and 0.95 eV for the CBO and

VBO, respectively, as shown in Figure 15. It was also noted

that both the alumina film and IGZO were determined to be

oxygen deficient which could have an impact on the band

offsets. The oxygen deficiency was determined by peak fitting

the asymmetrical O1s spectra with two Gaussian-Lorentzian

peaks and attributing one peak to the metal oxide and the

other peak to the oxygen deficient material (vacancies). While

there are most likely oxygen vacancies present in both the

materials, the O1s spectra are not the proper peaks to investi-

gate due to the always present carbonates. A more relevant

method would be to investigate the Al 2p peak for asymmetry,

which will indicate the presence of both Al-Al bonds and Al-

O bonds. The high offsets result in excellent carrier confine-

ment, even though it is smaller than that achieved with SiO2.

The ZrO2/IGZO heterojunction was found by Yao

et al.183 to have a nested interface but with no valence band

offset as shown in Figure 16. With a CBO of 2.7 eV, the

material would be an excellent barrier to electrons but no

barrier to holes. A low valence band offset could affect the

stability of a device during negative gate voltage.

A strong candidate material that has been well charac-

terized and implemented in silicon IC manufacturing is

HfO2, due to its large dielectric constant and good thermal

stability. This material was again studied by Cho et al.108

and was found to have the CBO and VBO of 2.39 eV and

0.48 eV, respectively, as shown in Figure 17.

TABLE II. Properties of dielectric films that are candidates for gate materi-

als on IGZO and whose band offsets are discussed in this work. Bandgaps

and dielectric constants taken from Refs. 94–96.

Material Bandgap (eV) Dielectric constant

La2O3 5.5 21–30

HfO2 5.7 15–26

LaAlO3 5.9 24

Sc2O3 5.9 14

HfSiO4 6.2 12

ZrSiO4 6.7 11

SiO2 8.9 4

FIG. 14. Energy band diagram of a

thin SiO2/IGZO heterojunction inter-

face (after Ref. 180).

FIG. 15. Energy band diagram of a thin Al2O3/IGZO heterojunction inter-

face (after Ref. 182).
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The Y2O3-stabilized ZrO2 (YSZ)/IGZO interface was

studied by Kim et al.184 and was found to have a nearly

perfectly symmetrical, nested band alignment. The lower

bandgap of YSZ produced smaller offsets of 0.63 eV and

0.57 eV for the CBO and VBO, respectively. Despite the

decreased band offsets, the symmetrical alignment allows

for good carrier confinement at low voltage driving

conditions.

A. New experimental determinations of band offsets

We deposited IGZO films by sputtering at room temper-

ature on both Si and quartz by RF magnetron sputtering

using a 3-in. diameter single target of InGaZnO4. The RF

power was 150 W, while the working pressure was constant

at 5 mTorr in a pure Ar ambient. These films were then used

as templates for deposition of different dielectrics by sputter-

ing or ALD.

1. HfSiO4

Hafnium silicate, HfSiO4, is a high-k (k� 15–18) dielec-

tric that is attractive for advanced metal-oxide semiconductor

transistors because of its thermodynamic stability with silicon.

The fact that it is well-characterized and deposition processes

by a wide variety of methods are available makes it an attrac-

tive possibility for gates on IGZO TFTs. We found that the

HfSiO4/IGZO system has a staggered type-II alignment. This

means that it will not be an appropriate choice as a gate

dielectric on TFT structures but it may still be an effective

surface passivation material on these devices. Figure 18 shows

the band diagram of the HfSiO4/IGZO heterostructure for

samples kept in a vacuum during the entire deposition cycle.

This system has a staggered, type II alignment, with a valence

band offset of �0.43 eV 6 0.04 eV for samples in which all

the layers were kept in a vacuum or �0.27 eV for samples

exposed to atmosphere prior to the measurement. The respec-

tive conduction band offsets are then 3.07 eV for the vacuum

samples and 3.01 eV for the vented samples.

The HfSiO4/IGZO heterostructure is not a candidate as a

gate for TFTs where we need positive offsets in both the

valence and conduction bands but might still have applica-

tion as a passivation layer on IGZO-based devices. The sam-

ple history in terms of exposure to atmosphere has a

measurable effect on the resultant band offsets and issues

FIG. 16. Energy band diagram of a thin ZrO2/IGZO heterojunction interface

(after Ref. 200).

FIG. 17. Energy band diagram of a thin HfO2/IGZO heterojunction interface

(after Ref. 188).

FIG. 18. Band diagrams for HfSiO4/IGZO heterostructure vacuum samples

(after Ref. 206).
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like this and others such as the deposition technique for

dielectric deposition which can affect stoichiometry or den-

sity of the films could be a reason for the spread in band off-

sets reported for dielectric/oxide interfaces in the literature.

2. ZrSiO4

Zirconium silicate, ZrSiO4, is an attractive candidate

gate dielectric due to its stability and large bandgap of

�6.5 eV.194–196 It is strongly corrosion-resistant and has a

very high decomposition temperature (>1670 �C). It has a

dielectric constant around 15 and has been established as a

thermodynamically stable candidate for future CMOS devi-

ces in Si technology.197 The fact that it is well-characterized

makes it an attractive possibility for gates on IGZO TFTs.

However, little is known about its band offsets with IGZO.

Figure 19 shows the detailed band diagram of the

ZrSiOx/IGZO heterostructure for the samples kept in a vac-

uum. Once again, the data show that this system has a stag-

gered, type II alignment, with a small valence band offset of

�0.12 eV 6 0.02 eV for samples in which all the layers were

kept in a vacuum or �0.05 eV for samples exposed to atmo-

sphere prior to the measurement. The respective conduction

band offsets are then 2.86 eV for the vacuum samples and

2.93 eV for the vented samples. The conclusion of this result

is that the ZrSiOx/IGZO heterostructure is not a candidate as

a gate for TFTs because we need positive offsets in both

valence and conduction bands. The ZrSiOx might still have

application as a passivation layer on IGZO-based devices,

which suffer from bias-stress instabilities during atmospheric

exposure.

3. LaAlO3

Figure 20 shows the band diagram of the Lanthanum

Aluminum Oxide (LAO) LaAlO3/InGaZnO heterostructure.

Our data show that this is a nested, type I alignment, with a

valence band offset of 0.33 eV and the conduction band off-

set is then 2.91 eV. The LAO is therefore a good choice as a

gate dielectric on n-channel IGZO TFTs. If one could

achieve p-type doping in this material, the valence band off-

set would not be sufficient to achieve good carrier confine-

ment in such p-channel devices. It is worth considering one

of the key potential applications for IGZO-based TFTs,

namely, their use as switches or drivers in Active Matrix

Liquid Crystal Display (AMLCD) panels or Active Matrix

Organic Light Emitting Diode (AMOLED) screens. In these

cases, the TFTs are under negative bias in the off-state most

of the time but are illuminated from the backlit configuration

of the LCD or the light from the organic Light Emitting

Diodes (LEDs) in the AMOLED screens.31 Thus, in these

applications, there is still a requirement for minimizing

injection of photo-excited holes from the channel into gate to

avoid device instability and this demands a high valence

band offset. The derived DEv of 0.33 is larger or comparable

to those of HfO2 (0.38 eV), HfTiO (0.32 eV), ZrO2 (0 eV),

and Y2O3 (0.44 eV) but much less than that of SiO2 on

IGZO.

The LAO also appears to have a high thermodynamic

stability on IGZO, which means that it could also be a good

choice as a surface passivation layer to prevent surface con-

ductivity changes upon exposure to hydrogen-containing

ambients.54 During examinations of gate-bias stability of

unpassivated a-IGZO TFTs when the channel layer was

exposed to hydrogen, oxygen, air, or vacuum at room tem-

perature during measurements, the threshold voltage shift

under gate-bias stress was faster in hydrogen than in oxygen

and vacuum.54 Under vacuum and hydrogen ambients, the

threshold voltages showed a negative shift and the drain cur-

rent increased in the typical transfer curves, while the trend

was opposite under oxygen. This shows the need for careful

passivation of the channel in these TFTs. It is clearly possi-

ble to choose dielectrics which will provide both good carrier

confinement and low operating voltage operation and pro-

vide adequate surface passivation of IGZO TFTs using SiO2

FIG. 19. Band diagrams for ZrSiOx/IGZO heterostructure vacuum samples

(after Ref. 116).

FIG. 20. Band diagrams for the LaAlO3/IGZO heterostructure (after Ref.

117).
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or LAO. LAO is certainly a suitable gate dielectric for the n-

type IGZO in DC applications because of the large conduc-

tion band offset.

4. Sc2O3

The Sc2O3/IGZO heterojunction was found to have a

type II alignment of band offsets with a valence band offset

of �1.67 eV 6 0.16 eV and a conduction band offset deter-

mined to be 4.07 eV from XPS measurements. This is shown

in Figure 21. Thus, Sc2O3 would be an effective barrier for

electrons but not for holes on IGZO and would not be a good

choice as a gate dielectric on transparent TFTs based on

IGZO.203–206 However, it still may have application as a pas-

sivation layer to prevent exposure of the IGZO surface to

hydrogen and oxygen.

5. HfO2

A bandgap of �5.8 eV was determined for HfO2. These

results agree with the previous reports of sputtered HfO2

with the value ranging from 5.5–5.8 eV200,201 but lower than

some reports (6.07 eV).207 A survey of the literature finds

these types of variation in reported oxide bandgaps to be

common and most likely due to variations in stoichiometry

and defect concentration. The HfO2/IGZO heterojunction is

found to have a straddling gap alignment of band offsets

with a valence band offset of �0.38 eV 6 0.03 eV and a con-

duction band offset was determined to be 2.26 eV determined

from XPS measurements.

6. HfxSi1-xOy

Figure 22 shows the bandgaps of ALD deposited HfxSi1-x

Oy as a function of composition and Figure 23 shows a sum-

mary of band diagrams of the HfxSi1-xOy /InGaZnO hetero-

structure. Our data on films deposited by Atomic Layer

Deposition (ALD) show that this is a nested, type I alignment,

with a valence band offset ranging from 1.73 eV for SiO2 to

0.52 eV for HfO2. In this case, a positive offset indicates that

the IGZO valence band lies closer to the vacuum level than

FIG. 21. Summary (top) and detailed (bottom) band diagrams for Sc2O3/

IGZO (after Ref. 114).

FIG. 22. Bandgaps of HfxSi1-xOy as a function of composition (after Ref.

206).

FIG. 23. Conduction and valence band offsets as a function of percent Hf in

HfxSi1-xOy. (after Ref. 206).
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that of the dielectric. The conduction band offsets are then

3.81 eV for SiO2, 3.02 eV for HfO2, and range from

2.83–3.57 eV for HfxSi1-xO4 with x¼ 0.25 to 0.75 using the

relationship: DEC ¼ EDielectric
g � EIGZO

g � DEV . The HfxSi1-x

Oy/a-IGZO heterostructure therefore forms a straddling

(type I) nested band alignment across the entire composition

range of Hf. The VBM data follow a linear relationship, as

expected for a mixing rule, but diverge at pure SiO2.

The comparison of ALD deposited dielectrics with pre-

vious results from PECVD or sputtered films allows us to

identify mechanisms that can lead to differences in band

alignment, including stoichiometry and contamination of the

dielectric and the resulting determination of the bandgap,

surface disorder effects on the oxide, and surface history.

Figure 24 shows a summary of reported band offsets for

dielectrics on a-IGZO.

IV. DISCUSSION

We examined the band offsets of a variety of materials

under different processing conditions and determined some

potential causes for shifts in these data based on support

from the literature. The errors introduced by the measure-

ment techniques (of order 0.1 eV) themselves are relatively

small compared to the variations reported by various groups

for nominally the same interface, which can be 0.5 eV. One

thing that is needed in future studies of IGZO/dielectrics is a

more standard approach to detailing how the materials was

deposited, resultant properties of the IGZO, core level-VBM

values,211–217 and issues with bandgap determination of the

dielectric and any charge compensation methods used during

analysis.

It is useful to compare experimental values to the pre-

dicted offsets in order to gain a deeper understanding of the

differences we have measured and determine the magnitude

of the assumed effect. To determine the expected offsets for

each material, a freeware modeling program from Boise

State University was used.218,219 The program uses a modu-

lar approach to solve the 1-D Poisson equation for each

material independently and calculate the charge, electric

field, potential, and energy of the multilayer structure.

Details are explained by Southwick et al.218,219 The inputs

we used in this bandgap program are shown in Table III,

along with the references for the input values. This at least

provides a reference point in predicting band offsets and a

comparison to experimental values. It also points out the

future developments needed in the models to predict the off-

sets because they typically cannot simulate effects like inter-

face states, defects, and polarization. Mutch et al.220 give an

example of where this program is used with a previously

determined photoemission derived band alignment as an

actual input.

The predicted (red dashed lines) and measured (black

lines) band offsets are shown in Figure 25. All of the mea-

sured offsets are shifted upwards compared to the modeled

data. This result is not unexpected since the model assumes

ideal surfaces and interfaces which is not the case for real-

world samples (i.e., contamination, surface roughness, and

dangling bonds). Table IV gives a summary of the offset val-

ues and the delta (actual–predicted) between them. If the

FIG. 24. Summary of reported band

offsets for dielectrics on a-IGZO.

TABLE III. Summary of values used for input into the model described by

Southwick et al.218,219

Dielectric Bandgap (eV) Electron affinity (eV) Dielectric constant

HfO2 6a 2.4a 25b

HfSiO4 6.5a 2a 11b

LaAlO3 5.6a 2.5a 30b

Sc2O3 6.3c 1.9a 14c

SiO2 9a 0.9a 3.9b

ZrSiO4 6.5a 2.4a 15d

Semiconductor

InGaZnO4 3.2e 4.16f 16e

Intrinsic carrier concentration¼ 108 cm�3 [g]

Dopant carrier concentration¼ 3 � 1019 cm�3 [f]

aRef. 243.
bRef. 244.
cRef. 245.
dRef. 246.
eRef. 247.
fRef. 248.
gRef. 249.
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data are divided into ALD versus sputtered films, it is seen

that there is a measurable difference between the two. The

most dramatic difference is seen in the DEv values where the

average difference for the sputter samples is ��1.19 eV and

the average for the ALD samples is ��0.48 eV.

During film deposition, a transition region is typically

formed that consists of various defects that can result in the

formation of dipoles. The origin of the dipole can take many

forms such as lattice strain inducing polarization at the inter-

face.218,219 Such lattice strain has been shown to differ

depending on the deposition method.221–223 Balaz et al.224

showed that dipoles due to highly mismatched BaTiO3/

SrTiO3 heterostructures can produce polarization values of

43 lC/cm2. However, after getting similar tensile stress val-

ues for both sputtered films of ZrSiO4 and LaAlO3, it does

not appear that strain induced polarization is the source of

the large differences seen. Since strain generated variations

are largely due to changes in crystal symmetry, this effect is

not present for the amorphous materials used here.

Another potential origin for shifting the offsets could be

a change in bonding or stoichiometry of the dielectric. When

investigating this effect, it would be useful to examine the

HfSiO4 films deposited by each method (ALD and sputter)

because of the large DEv. With a difference of �1.14 eV

between the actual valence band offsets between the two

methods, one would expect significant changes in bonding or

stoichiometry if this is the true origin. When comparing the

Hf:Si ratios, it is found that they are essentially 1:1 for both.

While the Hf:Si ratios appear to be correct, these elements

could possibly not be fully oxidized or could even form

silicide bonds (Hf-Si bonds). The Hf-Si bonds shift the Hf 4f

peaks to a higher binding energy of �1 eV.225 Elemental sili-

con and hafnium peaks appear at approximately 4 eV lower

binding energies than the oxide.226 A further analysis of the

XPS data is shown in Figure 26 and shows no presence of

silicide formation or metallic hafnium or silicon, indicating

that the Hf and Si atoms have formed bonds solely with oxy-

gen atoms.

A number of papers have reported on the presence of

interface defects, such as oxygen or metal atom vacancies,

and the effect that they can have on the band offsets of mate-

rials.227–234 The magnitude of the defects as modeled by Zur

and McGill228 was found to be on the order of 1012 e�/cm2 to

produce significant shifts. Defect densities of this magnitude

will produce a shift up or down, depending on the sign of the

charge, of �0.3 eV. In order to induce a shift in the valence

band towards the vacuum level, a negative charge must be

present and was confirmed using the Boise State Band

Model Program. The program has the ability to insert a fixed

charge anywhere within the dielectric. In a recent paper by

Dong and Shi229 it was shown that the most stable defects

consist of Hf and Si vacancies and O interstitial defects, all

of which result in a negative fixed charge.

It is possible to use the O1s peak to resolve the number

of oxygen defects from lattice oxygen137,232,234 by decon-

volving the O1s peak into three components consisting of

low, mid, and high energy regions. The low binding energy

component is the well-defined position corresponding to lat-

tice oxygen that is bound to the metal atoms. The mid-

binding energy peak is assigned to oxygen defects. Figure 27

FIG. 25. Graphical representation of

predicted and actual band offsets of

various dielectrics on IGZO.

TABLE IV. Predicted and actual band offsets with calculated differences. The predicted values come from the model described by Southwick et al.218,219

Material Predicted EV Predicted EC Actual EV Actual EC Delta EV Delta EC

ALD SiO2 2.4 3.3 1.73 3.81 �0.67 0.51

ALD HfO2 0.95 1.56 0.52 3.02 �0.43 1.46

ALD HfSiO4 1.1 2.2 0.77 3.07 �0.33 0.87

Sputter HfO2 0.95 1.56 0.38 2.26 �0.57 0.7

Sputter HfSiO4 1.1 2.2 �0.37 3.01 �1.47 0.81

Sputter LaAlO3 0.7 1.7 0.33 2.91 �0.37 1.21

Sputter ZrSiO4 1.49 1.8 �0.12 2.86 �1.61 1.06

Sputter Sc2O3 0.6 2.2 �1.33 4.07 �1.93 1.87
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shows the O1s spectra from sputtered (left) and ALD (right)

HfSiO4 with the three synthetic components that produce the

overall peak shape. The spectra from both samples have sim-

ilar shapes and almost identical areas under each component

curve. Using the interpretation from Rahimnejad232 and

Rumaiz,234 one would conclude that the two materials have

similar oxygen defects. The matter is further complicated by

the presence of surface carbon, which is not discussed in

these articles. The traditional components of the O1s spec-

trum on metal oxides consist of three peaks of 530–531 eV

for lattice oxygen, 531–533 eV for C-O and C¼O, and

533–534 eV for O-H and C-O-H groups235–238 and are also

shown in Figure 27. The mid-binding energy component for

C-O/C¼O lies at the same energy assigned to the oxygen

defects and separating the contributions of each will be diffi-

cult to determine. While the defects are most certainly pre-

sent, it is difficult to determine the magnitude of the effect

using spectra with high carbon backgrounds.

Another indicator of defects/vacancies is present in the

valence band spectra. When comparing the density of states

for pure HfSiO4 and the most likely defect states from the

work by Dong and Shi,229 it is demonstrated that these can

produce significant shifts in the valence and conduction

bands, shown in Figure 28. Vacancies in HfSiO4 tend to

push the VBM to higher energies, especially for Hf vacan-

cies and O interstitials. In addition, the CBM can be lowered

for both the metal vacancies, which reduces the bandgap dra-

matically. Applying this to the ALD and sputtered HfSiO4

data, shown in Figure 29, we see a substantial shift of the

VBM for the sputtered material to higher energies by over

1 eV. In addition, the onset of the valence band is not as

distinct in the sputtered material, which indicates greater tail-

ing effects due to defects (shaded region in Figure 29). The

modeled density of states for pure HfSiO4 shows a VBM at

�3 eV and a bandgap of �7 eV, which matches the ALD

material almost perfectly. The sputtered material has a VBM

of �2.2 eV, which could indicate a mixture of Hf vacancies

FIG. 27. XPS spectra of O1s peak

from sputtered (left) and ALD (right)

HfSiO4 showing components assigned

to oxygen compounds/defects.

FIG. 26. XPS spectra from sputtered

and ALD HfSiO4 indicating required

binding energy shifts for Hf-Si bonds

and elemental Hf and Si.

FIG. 28. The density of states of (a) pure HfSiO4, (b) containing O2�
i , (c)

containing Si4�V , and (d) containing Hf4�
V (after Ref. 225).
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and O interstitials. However, with a measured bandgap of

6 eV, this matches the signature of O interstitials more than

Hf vacancies, which will reduce the bandgap in the 5 eV

range.

The data obtained from XPS can be used to determine the

concentration of atoms on the near surface of materials. It was

already shown that the stoichiometry of the film does not fully

explain differences in the band offsets that have been mea-

sured. While all of the ALD data did not indicate the presence

of any metal contaminants, most of the sputter data showed

the existence of considerable concentrations of Ti, Cr, Cu,

and Fe, sometimes as high as 9 atomic percent total. Taking

the total concentration of contaminants and plotting it against

DEv (measured – predicted), a clear pattern is observed and

shown in Figure 30. The literature shows that energy band

alignment variations of sometimes more than 1 eV depending

on interface preparation can be obtained,212–215,239–242 due to

the presence of high defect concentrations in the materials

and on a cation effect that will increase the VBM of that mate-

rial.117 The oxides of Ti, Cr, Cu, and Fe have much lower

bandgaps (�1.5–3.4 eV) and thus contribute to a lowering of

the average gap of the films.143 Thus, sputtered films contain-

ing metallic contaminants and interfacial disorder due to the

sputter-induced damage, which leads to Fermi level pinning

effects, are less likely to be accurate than a more controlled

process such as ALD with a more abrupt interface and far

fewer expected defects. We measured stress in our films on

calibration pieces using the wafer bow technique using a

Tencor long scan profilometer. The film stress was estimated

from Stoney’s equation.161 The stresses in all films were

small, <80 MPa in all cases.

In a similar vein, for SiO2 deposited by PECVD,

Douglas et al.180 reported a band offset of 1.43 eV on IGZO

compared to 1.73 eV for ALD deposition. In that case, at

least part of the difference may result from the hydrogen

incorporated in the PECVD oxide. The net effect of H2 is to

lower the valence band edge, by about 0.04% for each per-

cent hydrogen.217 The observed valence band offset differ-

ence between PECVD and ALD SiO2 on IGZO would then

indicate �7.5% difference in hydrogen content between the

two types of film using this model, which is consistent with

the experimental data.

Similar to measuring the valence band offsets, measure-

ment of the bandgap can be quite difficult to extract precise

values, specifically using REELS, which can lead to large

variations seen in reported DEc values. For sputter deposited

HfSiO4 on IGZO, we measured bandgaps of 5.8–5.9 eV and

valence band offsets of �0.27 to �0.43 eV,188 depending on

whether the samples were exposed to atmosphere prior to

deposition of the dielectric. This result is much different

than the bandgap obtained for ALD HfSiO4 of 7 eV, with a

valence band offset of 0.77 eV on IGZO. One issue with

determining the bandgap with REELS is that there is some

ambiguity in the measurement where some studies employ a

horizontal fit to the curve at the lowest intensity, but this is

only valid if the curve is flat-bottomed.

Contamination in the films from water and carbon can

lead to high backgrounds, which creates a shoulder where

there should be a flat region. Because the technique is some-

what surface sensitive at 1 kV, dangling bonds from vacan-

cies can also lead to raised backgrounds or even “smear” the

energy distribution.235,236 If the data have no flat region, the

fit is usually made to the lower slope region, but this often

gives an artificially large bandgap. For example, as shown in

Figure 9 with sputter deposited HfSiO4 on IGZO,188,206

using both methods with a 95% confidence interval in the

lower slope region data produces a bandgap between 7.1 and

7.6 eV, which is too high, while the horizontal fit gives

between 5.7 and 5.9 eV. The large difference in these values

will artificially raise DEc, leading to incorrect assumptions

on its carrier confinement capability.

It should be pointed out that these types of experiments can

provide powerful guidance in understanding the behavior and

reliability of things like metal interconnects.220 Mutch et al.220

measured the band alignment single and dual damascene low-k/

Cu interconnect structures using specifically report combined

XPS and REELS measurements. They measured the valence

and conduction band offsets present at the interface between a-

SiN(C):H dielectric Copper Clad Laminates (CCLs) and low-k

a-SiOC:H interlevel dielectrics. They added electron

FIG. 29. Comparison of valence band spectra for sputtered and ALD

HfSiO4. Shaded regions indicate tailing effects due to defects.

FIG. 30. Difference of actual band offset to predicted offset versus total per-

cent contamination in the film.
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paramagnetic resonance (EPR) and electrically detected mag-

netic resonance (EDMR) measurements to identify mid-gap car-

bon and silicon dangling bond defects in the low-k interlevel

dielectric and Cu capping layer playing a role in electronic

transport in these materials.220 In other words, these combined

band and defect state measurements can explain and predict

some of the observed reliability issues reported for technologi-

cally important systems like low-k/Cu interconnects.

Uncertainties in reported binding energy peak positions

can arise from three main sources;

(1) Improper calibration of the binding energy scale.

(2) Missing components or improper constraints associated

with peak fitting.

(3) Charging/differential charging.

The XPS spectrometer we used was calibrated using a

polycrystalline Au foil. The peak position and Fermi-edge

inflection point for the Au f7/2 peak were determined to be

84.006 6 0.02 and 0.006 6 0.02 eV, respectively. The bind-

ing energy range of 0–100 eV is accurate on an absolute

scale within 0.02–0.03 eV. To ensure precision and accuracy

during peak analysis, we used only peaks with high intensi-

ties to increase the signal to noise ratio. Peaks were deconvo-

luted using NIST assigned constraints such as peak ratios

and FWHM and included component peaks for the element

as well as oxides. Sample charging is not an issue when

determining band offsets since we only need peak deltas,

which will shift all binding energies by the same amount.

However, differential charging of multilayer samples will

shift peaks by different amounts and could potentially be a

large source of error. Based on our results, we did not see

any effects of differential charging and will assume it does

not play a role in band offsets on IGZO. Based on the

described methods, we have determined that peak position

error is 60.1 eV.

For measurements defined from linear regression analy-

sis, the measurement error can be much larger. We quantified

the uncertainty of these measurements by using a 95% confi-

dence interval to the regression analysis. When determining

the valence band maximum, the leading edge of the valence

band was fit using the 95% CI to the flat energy distribution,

with an error of 60.2 eV. The same procedure was applied

to measuring the bandgap by UV/Vis and resulted in an error

of 60.2 eV. By far the largest source of error was determin-

ing the bandgap via REELS. The onset of energy loss was

analyzed by taking the upper and lower bounds of the confi-

dence intervals and finding their intersection with the hori-

zontal line representing the background level with an

associated error was 60.5 eV.

Figure 31 indicates the worst case scenario where all of

the errors are maximized in opposite directions. The shaded

regions indicate the measurement error around a center point

in blue. The cumulative for each band (Ec or Ev) is shown

outside of each shaded region. The total impact to the

valence or conduction band offset between IGZO and a

dielectric is indicated by the arrows. The result is a maxi-

mum error of �0.6 eV for the VBO and �1.3 eV for the

CBO.

All of these results point out pitfalls in determining band

offsets in oxide systems where the role of dielectric stoichi-

ometry and purity, interfacial disorder, oxide surface polar-

ity, and role of atmospheric exposure prior to dielectric

deposition may all influence the resulting band offsets.

Through this systematic study, we have been able to deter-

mine some of the mechanisms, and their magnitudes, that

can produce shifts to band offsets on InGaZnO4, which is

shown in Table V. It is suggested that controlled, low dam-

age processes such as ALD are less likely to include such

effects. Finally, Figure 32 provides a summary of all

reported offsets of dielectrics on IGZO. The data from this

work are shown in red for ALD and blue for sputtered mate-

rial. All other values from the literature are shown in gray.

Finally, although we have given a discussion earlier of

charging effects, it is worth repeating that this has generally

not been a focus of previous studies of IGZO/dielectric band

offset measurements beyond using the standard electron

flood gun and the calibration to the adventitious carbon peak.

In our experiments, we have not observed clear signs of dif-

ferential charging between the dielectric and the IGZO but

that that does not preclude this effect being present in future

investigations of other dielectrics relative thicknesses of

FIG. 31. Analysis of maximum values of sources of error in measurement of

band offsets on a-IGZO.

TABLE V. Mechanisms contributing to valence band offsets for the studied

dielectrics on InGaZnO4 and their magnitudes. Differences in bandgaps of

the dielectrics due to stoichiometric differences affect the conduction band

offset.

Mechanism

Reported/observed

magnitude (eV)

% of

IGZO bandgap Effect

Metal contamination 0.3–1 9–30 Strong

Inferface disorder/vacancies 0.3–1 9–30 Strong

Dielectric composition 0.2–0.5 6–15 Strong

Carbon contamination 0.1–0.2 3–6 Moderate

Annealing <0.1 <3 Weak

Stress/strain <0.1 <3 Weak

Surface termination <0.1 <3 Weak

Differential Charging <0.1 <3 Weak
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dielectric and semiconductor or different conductivity levels

in the IGZO.

V. SUMMARY AND CONCLUSIONS

A review of band offsets for gate dielectric materials on

a-IGZO has been given. The factors that influence the vari-

ability reported in the literature for both valence and conduc-

tion band offsets were discussed and their relative magnitudes

quantified. Some of these effects include metal contamination,

interface disorder, dielectric composition, carbon/hydrogen

contamination, annealing, stress/strain, and surface termina-

tion. In some cases, these result in differences in the bandgap

of the dielectric and thus affect the conduction band offset

since the valence band offset is directly measured but can also

be affected by most of these same issues. The most promising

gate dielectrics are SiO2, Al2O3, HfSiO4, and LaAlO3. There

are issues with the degradation of the surface of IGZO during

exposure to plasmas involving hydrogen, as we have seen sig-

nificant loss of oxygen from the surface during PECVD depo-

sition of SiNx. Some key recommendations for future

directions are as follows:

(i) A focus on ALD dielectric films for IGZO which pro-

vide a more controlled, lower damage process than

sputtering or PECVD and are less likely to include

effects like surface disorder, metal or carbon contami-

nation, and possible film stress-induced shifts. This is

of particular interest in the bandgap determination by

REELS, where the spectrum fitting choice can be

affected by high energy spectral shoulders created by

defects or contamination. Due to the extremely low

deposition rate, some sputtered dielectrics were

observed to incorporate re-sputtered material from

tool components (mostly Ti, Cr, Cu, and Fe) that can

lead to VBM shift due to the cation effect and also

lower the effective bandgap.

(ii) Continued systematic studies on the role of contami-

nation by air exposure, which also leads to carbon and

hydrocarbon layers at the interface between the IGZO

and the dielectric and the effect on band offsets.

(iii) The role of thermal annealing and overall thermal

budget in interface stability and band offsets for spe-

cific dielectrics on IGZO.

(iv) Continued monitoring for the presence of differential

charging. This may become more significant in condi-

tions where very conducting IGZO is used in conjunc-

tion with very large gap dielectrics or with multi-

layer dielectrics that have differences in conductivity.

(v) Examination of stacked dielectrics to optimize both

interfacial stability and effective dielectric constant.

(vi) Examination of other members of the Lanthanate

family that combine high –K and good environmental

stability.

(vii) Standardizing details of how the experimental materi-

als were deposited, the properties of the IGZO, core

level-VBM values, and issues with bandgap determi-

nation of the dielectric and any charge compensation

methods used during analysis.

(viii) Continued refinement of models to predict VBO and

CBO values that incorporate the effects of interfacial

disorder and contamination.
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